AT

MEASUR
[na series, all the items ayg
arigtion amOong the valyeg,
i \l‘u A by various measureg of
Ak jverages are central valyeg.
more sets of data. They ape
W0 ature of the sets. For examp
“'119"]4; of two students.‘
marss Student I Student
68 85 4
75 90
65 Bo
67
70
- poth have got a total of 345 ang
et is that the secend student
the averages alone are con

Less variation is a de
has less variation. That
subjects. To quote Simj
tll the full story. It
unless we know th g,
ter around it. A fur

e are to guag

Consider
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Group I ,_
Student F Student G Stu
1: Deviation Mark Deviation Mark p
Mar from Mean from Mean »:
X X—i X X—‘i\ X
0 -10 60 10 ok |
5 -5 65 R i
o tu 0 o
20 10 80 10 e i
Total : 50 350 450
Mean( _X- ): 10 70

The variations in their marks are not equa
variation in the marks of C. There is smaller
marks of D compared with that in the marks
mean mark is considered as a representatis e
of a student, C’s mean mark is a very good re
Statistics, there is no chance for all the valy
| Th&nissmallvariationinthemth of [
- good representative of his marks, His m;
mean. In other words, they sc:
Mean is reliable in this




SR

e amou nt of varation in a series; certain mea
-' " Measureg

ne th oful for comparis
P re use parison of two or more sepies

1¢! 4ipn ¢

J* .1'(]t/l i ] SR 0 ; béry - i . :

1 ding to A_]_A,e B’f)wley, Dispersion is the measure of
ation of the EEEE In. the words of Murray R.Spiegel

WL o which numerical data tend to spread about ¢ ’

‘Hrl ¥ (’{!,?gr(j : ) 5 o » o
e’ e is called the variation or dispersion of

,’,",r’(léif() g 9
jhf* dat?
I‘ ° 5 me

[mportance or Significance of
Measures of Dispersion

ACCO

ispersion is measured for the following purposes:

1. The reliability of a measure of central
Jency is known. Less dispersion means less variation in
e values: The values are close to each other. They are near a
qeasure Of central tendency. The measure of central tendency
5 such a case is more representative and more reliable. A
ure of dispersion indicates to what extent a measure of
| tendency represents the data and is reliable.

fen

meas
centra
9. Measures of Dispersion provide a basis for
the control of variability. They tell what is the quantum
Jfvariation in any set of data. On the basis of that it can be
decided whether the variation may be allowed to exist as it is
' oristo be reduced. In Statistical Quality Control (S.Q.C.), for
example, whether the variation is due to assignable causes or
thance causes is found out and the next step is planned.

3. They help to compare two or more sets of
data with regard to their variability. Relative meas-
ires of dispersion are used for this purpose.

o 4 'Tbey enhance the utility and scope of
Coat'St{cal techniques. This aspect is seen in the study of
elation, regression, tests of significance, 8.Q.C., ete.

Cl‘i K . )
teria or requisites or characteristics or

u:‘ ble properties of a measure of ¢ ispersion
Qllov,; "1deal measure of dispersion is WEMW
timi,, ¢ PTOPerties. The properties are given briefly. They are

% those of measures of central al tendency. ,

01




3
1. It should be rigidly defined.
2. It should be based on all the itemsg.
3. It should not be unduly affected by ex
4. It should lend itself for algebraic ma
5.1t should be simple to understand and eggn e
6. It should have sampling stability. Y tﬁm‘

trEme |

Absolute and Relative Measures
There are two kinds of measur
es :
absolute measures of dispersion and rel(;ftdlspe{
Filspersion. Absolute measures indicate the W
In a set of values. They are quoted in te:?m o
observations. For example, when rainfal] onn(;“;’f;"f

1 Deviatjon
Mean)




cﬁnition :Range & thP i
| ,l:r) and the smallest of 4, i
l;glﬁ' I SymbolS, Rang‘e =[-8
|- Largest Value

valy

[n individual observatjgpg and

asily identified. In continggye ao oo 8
| ;I:tﬁods are followed. . “l‘iu, the

od 1
eth .- Upper boundary of the }
S - Lower boundary of the
'Method 2!
L - Mid value of the high
S - Mid value of the low

(oefficient of Range = < S

~ Example 1 : Fj
for the following data
8 10

Solution :




Solutwn :

. After
Methodh wer boundary of the lowest ¢
contmuousb’: ,undary of the highest class, L "

and the upper O Rapge = Lo
- = 74.5-595

15

L-S
oefficient of Range =i

745 -595
- T745+595
15

134
0.1119

11

Method 2 :
Mid value of the lowest class, S = 61

Mid value of the highest class, L = 73
Range = L-8
= 73 -61 ‘

- Coefficient of Range



vl
m’its:

simple to understand and easy to calculate
n be calculated in no time, | i

il
It 8
g J o8
(’.lnerits .

I8 definitiob R not seem Lo suit continuous ;
thods aré there for its caleulation from such go Wzm

o™ il pased on the two extreme items. It does not co
e other items: 6 not con-
3,161 unduly affected by the extreme items.

4, It can not be manipulated algebraically. The
mbined set cannot be found from the range o Lig
M7 can be found only when the i |

gt

¢

ts. It
50 "ot atleast the values of the ex

7. It is a very rarely used me
the three situations indicate \ar

QUARTILE

Definition : Quar
between the first and th
semi Inter Quartile

[n symbols, @
Among the quamla




Definitions and ca]culation.s of Q; anq Qul
data were considered in the previous chapte,.

Example 3 : What do you mean by Qua
Find the Quartile Deviation for the following._ -
391, 384, 591, 407, 672, 522, 777, 733, 1490, 94
(B.Com,

Solution: The given values in ascendin
384, 391, 407, 522, 591, 672, 733, 777, 1490

Position of Q, is NZ L . 104+ L, 2.75,

~ Q= 2™value + 0.75 (3rd ya]lye
391 + 0.75 (407-391)
391 + 0.75 « 16

= 381 + 12

= 403

Position of Qis 3(N41) _ 3, 975595
: ; Q3 S

8™ value + 0.25 (9t y
777 + 0.25 (1490 -
717 + 0.25 »o Tigul

77T+ 178,25 1 S
955.258 “HRENS

Q-Q
2

]

]

]




.

No.of Cunx p
Week(ly ol osition of Q is H....l

5. i | |
. Qp = 13th yalye +
0.25 (14% value - 13h y

8 18
21
19.
| 6 52
ta.l N=52 . it
’ N +1)
s1t10n of Q315 ( 4
R ¢ 39th value + 0.75 (4
EY  _ 500+ 0.75(G00S
_ 500 +0.75 5 US
= 500+0 '
500
-
jaD =g

(oefficient of Q-De;
. Example 5:

pviation.
X 351-500
f 48

j Solution




f,~ 88; iy= 800.5-650. 5-1

650.5
o

L3 * f3
r150(300-237)]
650.5 + 88 e :

» 150 x 63
650.5+ |~ g5 ]

= 650.5 + 107.39
757.89 :

Q3 -Q
-




3M
orits
yemer ‘ :
DE. ot based on all the items. It is based on two

It 18 :
al values Q4 and Qy and ignores the extreme 50% of

P \I‘ﬂS‘ ’

ihe lt,; i cannot be manipulated algebraically.
% i Jffected by sampling fluctuations.
| Like range, it does not measure the deviation about
easure of central tendency.

aﬂ." ot

\BAN DEVIATION OR AVERAGE DEVIATION

pefinition: Mean deviation is the arithmetic mean
the absolute deviations of the values about their
,a,-i.rhmetic mean or median or mode.

L MD.is the abbreviation for Mean Deviation. There are
bihree kinds of mean deviations, viz., -

(i) mean deviation or mean deviation about mean

(i) mean deviation about median

(iii) mean deviation about mode.

Mean deviation about median is the least. It could
be easily verified in individual observations and discrete series
where the actual values are considered.

The relative measures are the following:

() Coefficient of Mean Deviation (about Mean)

_ Mean Deviation about Mean
i Mean

(i) Coefficient of Mean Deviation about Median

_ Mean Deviation about Median
Y Median ,

i) Coefficient of Mean Deviation about Mode

Mean Deviation about Mode
i Mode

dividual Observations s
TX-X|
Mean Deviation (about Mean) = ~drrt

R

The mean, X = N

= EX is calculated first. From each A




1

X is subtracted. Every (X- X )is treated posim
as IX—XI (read, modulus). Total of |X —X' &
divided by N to get the mean deviation about me

X-X is the deviation of X from X [f(x__‘i;)-‘ »
and negative sign is considered, the total gq
Z(X-—X_)is zero It is the first mathematimi
arithmetic mean. Consequently average

Z(X—i)/N is zero.It will be of no use to consider
deviation in such a form. Hence, the above formuy]

Mean Deviation about Median = M ‘

N ¥
Mean Deviation about Mode = _L__Z 1:‘ 5 Z‘
s Mﬂdi-ﬂn or MOde’ WhicheVer isr . l hﬁ‘ "

Then, as in M.D. about mean, other cale
Example 6 : Calculate mean deviation for t

: e 3 4 (B. ‘”“3“‘“
Solution : as

[X-X] i




w”

4 ,nml"“ : Caleulate mean deviation about median

10 8. 18018 .
(BComBhnrat

ltems are considered in a
Position of MM(W&




5('=‘—‘}'(' = 40 _ Rs.45
r N 1 bl
ZIX~-X 150
M.D. about Mean = —J_I\_T_l aallc 7 i Rs.15
M.D.
Coefficient of M.D about Mean = Mean ™ 'l-g- =().2
\ X 0

Position of Median, M is N+1 2+ 1 = -l—étl= 5.5

th . th.
Bt & 1tem;6 item _ ﬁg_ﬂ_ - Ra st

oy TIK - M e 148
M.D. about Median = N =10 |~ RaEe

Coefficient of M.D. about Median

, . \
 Mode, Z = Rs.57

Mean deviation about Mode

ient of M.D. about Mode



1

Exﬂmple P

g & 4 6 §..0 '
f 1 4 6 4 1

08 deviation for the above data b
- pind (B.Com, Bharat}udasan,Nm

golution *
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Solution :
Age Noof  [X-X|fIX-X| X - MK - M x
Workers

X f XX=3731 cf M=36.5

91 2 42 1631 3262 2 155 310
95 3 751231 3693 5 115 345
27 10270 10.31103.10 15 95 950
32 20640 53110620 35 45 900
41 15615 3.69 5535 50 4.5 675
46 10 460 8.69 86.90 60 9.5 950
50 8400 12.69 10152 68 13.5 108.0
55 2110 17.69 35.38 70 185 370

TtalN-3&=- IfK-X-  zox-_M=
W12 - 5ss00 - - seag

o
_—

eviation about Mean = Z fli‘ ﬂ

t of M.D. about Mean



o ML o
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: D. about M _ M.D. about Med
(‘,ot‘.fflClent of M.D. a ed{an M

e %.?73 =0.2184

Mode; Z =392

Mean Deviation about Mode i 2%:3 _ 5 g?

Coefﬁcient of M.D. about Mode

(ontinuous Serles e
The measure of central tendency
1s calculated first usmg the 7{ OF
considered in discrete series are us
deviations by introducing m‘m
| Example 11: Calculate t
- mean for the following data:
~ Marks :0-10 10-20 20-30
No.of
Workers: 6 5

Solutlon

Marks No of
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- fm 1670
Mean, X = Z'N——= “B0 33.40

¥

(=p]

i

1

Mean deviation about Mean =

I

- 65920

~-.~53.\

= 13.18

Example 12 : The following is the age dig
policy holders insured through

an agent; _

Age Group Number of Age Group N

policy holders poli

16-20 8 41-45 A
21-25 15 46-50
26-30 13 51-55
31-35 20 56-60

36-40 [ 2

Calculate mean deviation from the median
(B.B.A. BI




")"2‘4030.5 355 ist L
MMf,zO‘-%.s -30.5 = 5cf=358f

3 Vedia™h

Example 13 : Calcu

() Mot Deviation ab
s Coefficient of M ean

Mid V: Joi
Frequency :

Solution .
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(i) Common difference between successive mid

Half of the difference = 5/2 = 2.5.

By adding 2.5 to the mid values, upper by
obtained. By subtracting 2.5 from the mid y
boundaries are obtained. ‘

Greatest Frequency = 50

(It is the greatest frequency density also)

. Modal Class 10-15; L =10; D;= 50
D,=50-22=28; i=15-10=5. '

5.
. Mode, Z =L+ [m !

10| BT
T 1(22+28)

s 11004
= 19+ o

= 10+ 2.20
= 12.20 T

\ Deviation about Mode . M

N

657.6
136

4.84

of M.D. about Mode =
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simple to understand and not difficult ¢
0

. qre
4

ate’ vary much fro '
;A"Cﬂl They do n08 TERR m sample to sample.

6, *he;’ provide choice. Amopg the three mean deviations
;] ) a8 sitable to a particular situation can be used :

¢ : L
9" tion of different distributions can be compared

{!l“ . FOIm

"baSiS of a mean deviation.
the ;
o De merlts
Omission of negative sign of deviations makes them non-

gfai& It is pointed out as a great drawback.
ge

9. They co¥
A ould not be found.

3. It is ot widely used in business or economics.

i 1d not be manipulated. Combined mean devia-

STANDARD DEVIATION

Definition : Standard Deviation is the root mean
ion of the values from their arithmetic mean.

E
|
|

square deviat

| SD.isthe abbreviation and O (read,sigma) is the symbol.
Mean square deviation of the values from their A.M. is

Variance and is denoted by o° . S.D.is the positive square
not of variance. Karl Pearson introduced the concept of
sandard deviation in 1893. S.D. is also called root mean
square deviation. It is a mathematical deficiency of mean
Geviation to ignore negative sign. Standard deviation possesses
ost of the desirable properties of a good measure of
lispersion.It is the most widely used absolute measure of
Ispersion. The corresponding relative measure is Coefficient
'Variation. It is very popular and so extensively used as
415 a doubt whether there is any other relative measure o1
iSpersion.

Coefficient of Variation =
of Vanation = At fic Mean

Standard Deviation 100 A




e

Formulae
Method Individual Discrete
Observations Series

2 2
Gy X -X
=
N N
Mean
2 2
: 2 EX2 T fX _[ZfX
2 .Direct —Z—I{I—g—-— -N"] [N N

Method
za? [zd]* [=fd®_[Zfd ;
3Asumed N N N N
Mean
4.Step Deviation

& orp  [ra” [2AR STCE
o[22 xS ] R

Individual Observations
Method 1 : Deviations taken from £

d Deviation, s = ‘, ZI}\; where x = X~ -i

when X- X values are integers.

out the arithmetic mean, X (=
ut the deviation of each v_g‘!
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ut the square root of ¥ X2/N. It is the s

6 F'nd 0

devlatl 1677, 78,75, 70, 2, 76, 75, 12, 74,76,

E xanm grt’ deviation for the numbers given above.
Give (B.Com. Bharathidasan, N 0

deviations, the s
,by the formula.

| Standard Dev
smethodcan,




3
10 students of B.Com. clagg |

le 17:
Examp foliowing marks in Statisti@sg

have obtained the

marks. s
(Calculate the standard deviation.

6 7 o

g 1 ¥9 4 5 4

5 10 20 25 40 42 45 48 99

pene (B.Com. (C.A.) Bharsg

Solution:

S. Marks
No. X

X2 Standard Deviation,

5 25
W 100 o
20 400
25 625 . L
40 1600
42 1764 s

45 2025
48 2304 =

70 4900 o
80 6400 o

rX= IX2-
385 20143

thod 3 : Deviations taken from

is same as the one followed in the Jent
tic mean. But the formula is as follows:

rd Deviation, =Jgi_ P S
on, o N (%) 1
preferred when X-X are |

R S o s o by




T

| , Write the squares of the deviations, d2, in the —_ '

) Mn(] Ld and }:d'l and idﬂnﬁfy N»th'mlm ‘h.l‘ro’ | g
them in the above formula and simplify value

;‘1]‘51,i(.llt:*'

Exﬂmplc 18: For the data below, ealculate m

o 50 60 70 B0 80 100 g
(B.Com, Bharathiar,.

A=T0 Standard Deviation,

o -30 900 su b

50 -20 400 uy o

6 -10 100

70 0 0

g0 10 100

o0 20 400

00 30 900
' Total zd= Xd%=

Method 4 : Stej
as the one followed in t
the formula is as




3
5 Find *d and L d* and identify N, ¢
values. Substitute them in the above fommla E:

Example 19: Given below are the mayjg
B.Com. students.
RollNo. 101 102 103 104 105
Marks..- 10 80205 ‘25 « 18
Calculate standard deviation.

(B.Com.B 3

Solution:

Roll Marks d’ = -’—%A— &2
| ST e e

C=5 _
101 10 -9 =5y 10 _[0)
102 30 9 R

103

' t the anthmEtlc mean, X .
t th de,mman of each Xfr



gx8 mplf' 20: Calculate t‘le standard dgmm nf ﬁh .

es.
fwllﬂ“ ing seri
(

108
156
150
144
rfX=

_ 600,




. ach fX by the co;'responding X to o

3. Mugg;l)";hat is. fX should not be Squareq)
St'xccffr;(%tv(alues in the next cc;lu;nf;z |

4. Find N (= 21, 5 fX an h nﬁula e Bimplify T

5 Qubstitute in the above fo O

, e standard devigg;,,
Example 21 : Calculate the s on,
roals :
g:(;:g ;)1? aMatch (X) 0 ; Z g g’ g
No.of Matches (H 1 g
Solution : Standard Dev1at10n,
PRI \/foz LIX
e o = i "[T
2 2
i -5
-9 - 27 ,
..o o0 = V79167- (24167
Bl 10 50 = J79167-58400
el

= 1.44

Method 3 : Deviations taken from As
‘Mean. The formula is as follows:

2 :
Standard Deviation, g = JE%— s [Elg_d

=x-A A - Assumed Mean

Form a taple with
ncies, f in the fipst two
Choose the value fo

the given values,
columns. e
r A, assumed r




6 pind N (= (=21, L{d anq L fd2,
1 wbthtute in the ahoye formuly il

fo llowmg data
(

f71219102

/

X f A-lﬁ"‘*f i
9 12
12 19
15 10
18 2
“Total =

Standard Deviation, o

T
B
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Stepls ’Form a table wwl(fthe given values, x

lumns.
f in the first two co
fl‘éql;elzf;isose A and C as mentioned under Arith

i :
3. Find out d’ = X ; corresponding to each X

them in the next column. |

4. Multiply each d’ by the corresponding fto 8’9!? ~

them in the next column.

5. Multiply each fd’ by the corresponding d’ anq
Enter them in the next column. :

6. Find N (=x0), £fd’ and Zfd?

7. Substitute in the above formula and simplify,

- Example 23: The weekly salaries of a gy,
employees are given in the following table. Find the r
standard deviation of the salaries. '
Salary (inRs.) : 75 80 85 90 95 100

EEones © 3 7 18 12 B4
(B.Com. Bharat

Solution:
ary  No.of
' Rs.)  Persons | i
‘ f A=85:0=5

3 = =

1
0
1
2
3




F

; tlnd‘qrd DeViﬂtion, o
- gtal

"

il
B
5
k
z’m
ks
N
)
i |
z{?"»
e
W

o

= 5x 4182 (046)2

= 5x J18200-02116

5x1.27
= Rs.6.35

' Continuous Series

When X in the formulae fm. the &1 cul&ﬁicm
geviation of discrete series is replaced by m B
formulae for continuous series are o et

| The calculations start with th
intervals and class frequen
than frequencies are g1ven,
are to be found first.
Method 1 : Deviat
The formula is as follows:

Standard Devia;}
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7. Find f (m-X )?and write/them in the neyy
g. Find =f (m-X ) | |
o, Divide £f(m-X )?by Nand take the squ,

the standard deviation.
Example 24: Find the standard deviatj

(Class Interval .0-10 10-20 20-30 30-40 40-50
¢ 8 5 9 3 1

Frequency
Solution:
Class Frequency Mid m-X
, Value
Interval m fm X=23 (m-X )2

f
0-10 2 5 10 -18 =S
10-20 & 15 . 75 .- B4 .
20-30 9. .2, 200 i
30-40 3 . 36 106 . 12, 2
40-50 1., 45 45 . 22 S




.

e ;.\.g\\.hh"s fom m .ﬂ ']'hh
h‘\l!\
P“’m of m and h “
!w}‘ cdm‘




Method 3¢ Deviations taken from
Mean. The following

St?,ndardl)eviation, a= J’.é‘ﬁi-(ﬁﬁm_)z 4

dzm?Aand'Nz 3% &

Steps: . g
1. Form a table with class intervals and fre

first two columns. d
2. Find the mid values (m) of the class int

them in the next column.
3. Choose 2 suitable value for A, the as

SubhaaAﬁomeaCthﬁtethed(z n-4

next column.
4.Mnltiplydbytheoorrespondinsfand

fd in the next column. i
5. Multiply fd by the corresponding d at

products fd” in the next column. e
6. Find N(= zf), 2fd and Lfd>

7.Bnbstitmeintheaboveformnla
Example 26: Calculate the

10 14




Deviation, o

qmﬂd”rd

559
Method 4 : Step Deviation
od in this method is as follows:

:. sndard Deviation, s 4

. m-A n_
f- =G ‘N=Lf

Steps :
1. Form a table wi
first two columns.
2. Find the o
hem in the next ¢

3. Choose

’
w100

4. Multi



Selution:
Annual Profit  Noof Mid Value d'.mﬁA

4

(Rs.C'rores)  Banks m A=90,Ca20

20- 40 10 30 3
40- 60 14 B() 9
60- 80O 25 70 i
80-100 48 90 0
100-120 33 110 ’
120-140 24 130 2

Total N-= ) s
170

Standard Deviation, o



\3,6/
COEFFICIENT OF VARIATI()N

Definition:

; A o Stan dard DeVlatl
Coefficient of Variation = Arlthmet‘l\,r*@-

!}%

. Hla >

F i the st idivistion. - CN wi o8 113[ . 100

x 100

Karl Pearson gave this definition. Like all other
measures of dispersion, it is a pure number. All relative py
of dispersion are free from units of measurements such
metre, litre, etc. The variations in two or more series
sets of data) are compared on the basis of a relative m
dispersion.

For example, an Indian may have different
various periods of time. His income is quoted in Rs. An
may also have different income. His income is quot&d
The variations in their incomes can be compared by
relative measure of dispersion. '

Coefficient of variation is the most widely u
measure of dispersion. It is based on the best abso
of dispersion and the best measure of central ten

. percentage. While comparing two or more grou:
which has less coefficient of variation is less varial
consistent or more stable or more uniform or more ho
On the contrary, the group which has more ¢
variation is more variable or less consistent or 1
less uniform or less homogeneous.

Example 40: Calculate the coefficient of v

49 S0 - 5
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: /,f.i_.:" (:z:._lid:)‘2
s.D., ¢ =CxYy Nv AN

e i

A @f(;g)z
= 10 \[ 30 \80

—————

=10 x 4176 - (0.16)*
=10 x 17500 - 0.0225
s 10 x JLIEID

=10 x 1.3143
=13.14

g
C.V. =y x 100

13.14 i
= 5650 X 100 = 49.58

Example 42: The means and standard
for the number of runs of two players A and
4.2: 7.8 respectively. Who is the more cor

(B.Com. (C..

Solution: Given:
Player A: Mean = 55; Standard Deviati
Player B: Mean = 65; Standard Deviati

. (oefficient of Variation of Player A

Coefficient of Variation of Play

Coefficient of Variation
Player A is the more consiste
Example 43: From
(i) which firm pay




+jon: Given:
N]
X1
G
) Total wage
Total wage in firml

Solu

Hence, firm IT pays more

(ii) Coefficient of Va

(Coefficient of Vars
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2 2
JNIGI + N,:O', +N1d

N1+ 2

(’l:‘

Combined S.Do
~(25) +100x (-067)* + 200

2

02 4 200
- J100x22 100 + 200

%" dlg i]“ilza 7.0(‘) _7
dy=X,-X 5= 8.00-7

300.00 + 125000 + 44.89 + 2178
Yy 300
. /1716.67
=Y 300

= J57222

= 2.39
Example 44: From the following price

find the city in which the price was more
Thit s

Day Mon  Tues Wed
CityA 498 500 505
City B 500 505 502
Solution :
CityA X;,- X-l
X, X,=503 (X Xu&

500 il
505 ;
504
502







(24X
N, N
e
¥on %

J6.44 - (196)*

J64400- 38416
J25984
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i yle 46: The marks in Business Mathemg tios diwe .
prott o

ml
a0 '8

{

f .rks are more variable,
- BO A 60- o

13 gy :0 870

@ 25 i g

- Noof Students Mid d’.me.A« i
) ecASecB Value A=d5;

fy fy m_  C=10 d:fﬁ" J

5
13
24

5

Section A

dents afa College are given below, Find in which,
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G,
cCV = %L « 100 CV. = 3(‘3 « 100
| b 9.97
- a5 x 100 = 1300 ~ 100
- 22.79 = 23.19

Coefficient of Variation of section Bis mgopg
section B, the marks are more variable.
E 2 | J 3 4

VARIANCE

Definition: Variance is the mean square

) }-IQnace

i

; . ; d‘?waticm
the values from their arithmetic mean.

o *(read, sigma square) is the symbol. Standay

is the positive square root of variance and is den
The term of variance was introduced by R.A.Fisher

. : int :
1913. It is used much in sampling, analysis of varig Yeay

oted py @

d dey

Yo

, : bk e ete. I
analysis of variance, total Var1at19n 18 split int, af
components. Each component is ascribable tg one fy
variation. The significance of the variation is then testeq. N

Formulae :
These formulae can be compared with those ungg,
standard deviation.

Method Individual Discrete Contin.uou;*

Observations Series Series
1.Actual Mean

2(X - X)z (X - }_()2

N

N Zf(m - 5{)2

N
2.Direct Method

ol o AL TSRS TS
v (% (EX)

N N
3.Assumed Mean
3d? (3q)2 >fd? (3fd\2 >fd?
¢ N ( N) N ‘( N) NY
- 4. Step Deviation

N

2 Pﬁf(%d‘” o| 43 i3 '
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SKEWNESS, MOMENTS, K

In the previous two chapters two aspects o
considered. Measures of central tendency pro
value. It is a representative value of a series
dispersion furnish the degree of vartiation in a se
indirectly describe the extent to which an average
a series. The third aspect of a series is sk
not the individual items are equally distril
of mode is of interest. Thomlndh
Under that the peakedness of the frequer
examined. All these four aspects m he |
moments.

SKEF
Definition: Skewness ll
d'parfurp frOm sym
R. Spiegel : Theory andm"” =
Consider the fm iR
common mid values.
Coefficients of W
values of ave —

form now. The

Hg'. syn _ ‘
ﬁ verages Il such t
- R ‘,va




o,

5 Series A Seriea
Muency) (Frequeliy) (FSQm g
20 19 Fdsg
40 e 4 40
50 2 55 55
60 & . 91
70 5 » Wi
80 1 1 " Sy
Natlll'e of \svmmety
gkewness No Skewness Mve
Skewm)
——

Averages =Mﬂz X)M e
50=50=50 49 ommaum‘ oy

“Quartiles  Q-M=M-Q, Q,-N—Q, ) -M<M-Q
Q,=42.95 Q=39.81 wﬂ :
M=50.00 M'm i
Q=5705 .ﬂ N,
Nature of Bellw

the Curve




Example 5 : Calculate Karl Pearson’s
skewness for the following data:
o5 45 29 40 87 SEEUNE
(B.B.M. B
Solution: M A
ean, ¥ = =&
x Xz %
25 625 g
15 225
23 529
40 1600 SD.e =
27 729
25 625 b
23 529 .
25 625 b
20 400 e
yX=yXx= Mode,Z =2
223 5887

Karl Pearson’s coefficient of skevme@k, ’
E-Z 2478~ 25.00

Skp = 222= #27553
Example 6: Calculate Kaﬂ
skewness for the following data:
Wage per ItemRs. 12 15
NumberofItems 10 25




40

Y fd 25 ;
A +(T =25+ 200 = 25+0 125 = R. 25 13 :

15165 ( 25
200 '(36'6) =8.71

fficient of skewnsss,

Example 7: Cal
Pearson’s method:
" ofit (Rs. lakhs) 1
No. of Companies




30 is the greatest frequency and 30-40 m%
interval. --L = 30; i = 40-30=10; D, = 30-20=10:

-
IOXI% g
30 + _10+ ]

(100
30 + . 18

30 + 5.56
= 35.56

Karl Pearson’s coefficient of skewness, &'

N
1l

o

Example 8: Calculate Karl F

skewness from the following data:
Weight(lbs) No.of We:
Students
90-100 4

-100-110 3.
110-120 18




30
100‘1 10
11()-120
16()-170
170-180

~ Grouping a1
tervals 120-130 ¢

m

95
105
115
125
135
145
155
165
175




4

Karl Pearson’s coefficient of skewness,

3(X-M)
Skp -

3(132.62 - 132.14)
16.90

3x 048
1690 = 0.0852

BOWLEY'S COEFFICIE
Example 9: Compare the skewness of

i

1

Q, M
Series A 40 60
Series B 62.85 65.25
Solution : SeriesA Sem
Q;+Q; - M 8 0
SkH = 03 _Ql Sk_B —
_ 80+40-2x 60 i
B 80 - 40
+ y
s b

In series A, there is no skevmam,
moderate positive skewness.

Example 10: Calculate Bow
No.of Children per Family: 0
No. of Families .

Solution :
No. of No; of Cum.
Pﬁ%’ Famﬂy(X) f




w,/”
N + 1

of Q3 1 ’("4 ) = 3 x24=179
on '

Imsit‘i Q3 = 4
. coefficient of skewness, Sk, = w

poV é Q;-0,

= =2x

-2
- 3
O |
Exam mple 11: The following table giv“ W e i

W eckly Wages of 500 Workersmaf;,j,f:_ |

sckly Wages Rs. Below 200

10
f Workers
gJe?dy Wages Rs. ~ 300-350
No. of Workers 220 |
(z) Obtain the limits of 1 mco-
workers.

. () Calculate Bowley"st

Solution: i
k. o
Weekly No.of Cun

- Wages Workers Freq
~ (Rs.) f ,
Below 200 10
1200-250 25
1950-300 145
300 350




408
{(3N/4-cf)]
Q:‘3 = L3 . f3 a3

"50(375 - 180)°

= 300+ 290 ¥ -

(50 x 195

= 300 + 44.32
= Rs.344.32

. the limits of weekly wages of central 50
workers are Rs. 281.03 and Rs. 344.32 i’
~L= 300;1i = 350-300=50; f=220; cf =180

i [i(N/Z—-cf)]_ B

f
50 (250-1
= 300+isaa

50 x 70
= 300 + .———-a—-uzz e

= 300 + 15.91

Bowley’s coefficient of skewness,




U/ = 21074 6325
( 20:60 iy tho Q, lans,




ffictent of skewnaess,
Qy+Q ~2M
Sky = Qy~Q

Bowley's coe

9080 _
= 15380 = 0.5543

KARL-PEARSON'S & BOWL;
COEFFICIENTS

Example 13: From the information give:
Karl Pearson’s coefficient of skewness a

coefficient of skewness.

Measures Place A

Mean 256.5

Median 201.0

S.D. 215.4

Third Quartile 260.0

First Quartile 18707
(B.Com. (C

Solution :

Place A
Skp = 22-20 s
_ 3(2665-2010)
2164 -
= 0.7730 K
Q3 +Q;-2M :

e, 8 B
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